
  

 

Predicting levels of depression from social 
network data using machine learning technique 

Siddhesh Khanvilkar, Suhani Ture, Bhavya Shah, Nikhil Zade 

 

Abstract— One of the biggest differences in the lives of current teenagers and young adults, as compared to earlier generations, is that they spend 

much less time connecting directly with peoples and more time connecting electronically, principally through social media. Some experts see the rise in 

depression as evidence because social media users are less emotionally satisfied. Twitter become the most popular social media platform that allow 

people to share the information through small messages called tweets on a real time basis.The proposed method uses concepts like Natural Language 

Processing for text analysis. This system will analyze the sentiments as positive or negative using Textblob’s sentiment method based on that the system 

will detects the different levels of depression. 

Index Terms— Depression, Emotions, Social Media, Twitter, Machine Learning, Sentiment Analysis, NLP 

——————————      —————————— 

1 INTRODUCTION                                                                  

The communication technologies, specially the online social 
networks have rejuvenated how people interact and com-
municate with each other through electronic media. The appli-
cations such as Twitter, Facebook, Instagram and alike not 
only host the written and multimedia contents but also offer 
their users to express their feelings, emotions and sentiments 
about a topic, subject or an issue online. This is great for users 
of social networking site to openly and freely contribute and 
respond to any topic online; on the other hand, it creates op-
portunities for people working in the health sector to get in-
sight of what might be happening at mental state of some-one 
who reacted to a topic in a specific manner.  
To provide such insight, machine learning techniques poten-
tially offer some unique features that can assist in examining 
the unique patterns hidden in online communication and pro-
cess them to reveal the mental state such as ‘happiness’, ‘sad-
ness’, ‘anger’, ‘anxiety’, depression among social net-works’ 
users. Moreover, there is growing body of literature address-
ing the role of social networks on the structure of social rela-
tionships such as breakup relationship, mental illness such 
‘depression’, ‘anxiety’, ‘bipolar’ etc., smoking and drinking 
relapse, and sexual harassment. 
 

2 Methodology 
 
In this study , we focused on tweepy library which is used to 
fetched Real-time data of Twitter .The inbuilt tweepy API 
provides access to the entire twitter RESTful API methods. 
Each method can accept various parameters and return re-
sponses. 
The inbuilt API used to access the tweet and analyse 
them.After fetching the tweets ,perform sentimental analysis 
on each of the tweets using textblob  and based on the polrity 
value, we obtain the result that particular tweet is positive or 
negative. we apply unsupervised machine learning approach 
to study each factor independently.Based the analysis of result 
pie chart is generated. 
 
 
 

3 Workflow Of Sentiment Analysis 
 
 3.1 Procedure of Sentiment Analysis: 

 

 

 
 

Fig 1- basic framework of predicting the levels of 
 Depression 

 
 
According to Figure 1, the process of predicting depression 
includes the following steps: First, get the previous tweets 
data from twitter and preprocess the text data. In this step, the 
data will be cleaned and simplified. Tokenization is also in-
cluded in this step to split a stream of text into smaller units, 
which is helpful to analyse the data from a statistical point of 
view. Second, extract the necessary data from the pre-
processed text to satisfy the requirement of analysis, and build 
and improve the lexicon of the tool. Finally, will get the pie-
chart of sentiments. Based on that, we can predict the depres-
sion level. 
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Fig 2- Twitter analysis 
 

 

 

 
 

Fig 3- Pie-chart of Negative and Positive Tweets 
 

 

3.2 Data Mining and Text Processing: 

 

Data mining is a step towards data availability. Usually refer-

ence to a large number of data using algorithm search to find 

the information hidden in the process. It has long been used 

inmarketing, health, engineering, and information systems 

and is usually related to computer science. In statistics, analy-

sis and online work, details retrieval, machine learning, pro-

fessional programming and pattern recognition and many 

other methods, the above objectives may apply be achieved. 

Twitter provides a lot of API for developers to have low laten-

cy access to tweet information. For example, the streaming 

API and the rest API are widely used APIs. The tweet search 

API can only search for the latest tweets published in the last 7 

days, while the streaming API can download real-time tweets. 

 For extraction of tweets we had used tweepy library. Tweepy 

supports both OAuth 1a (application-user) and OAuth 2 (ap-

plication-only) authentication. Authentication is handled by 

the tweepy.AuthHandler class. Tweepy tries to make OAuth 

1a as painless as possible for you. To begin the process we 

need to register our client application with Twitter. Create a 

new application and once you are done you should have your 

consumer key and secret. Keep these two handy, we’ll need 

them. 

Generally, text mining involves the following steps: 1) data 

acquisition and text correction, 2) feature extraction and 

weight distribution, 3) model development and training in the 

model. Text information needs to be reproduced after suffi-

cient text analysis has been obtained. The main steps in writ-

ing text encoding are word classification, deletion, and other 

re-downloads. Classification technology used in this paper is a 

token function in the NLTK library and a classification 

namespace package in Textblob.  

The former is used to separate every detail and calculate the 

frequency of each word, and the last one is used to divide a 

piece of titter into words and determine the amount of sound. 

With the help of these tools, the process of tokenization can be 

completed with high accuracy. In addition, these packages also 

support the addition of syntactic dictionaries, enabling us to 

add more emotional words to the subject dictionary, which 

enables some judgmental results to meet the requirements of 

subsequent follow-up analyzes. After the text is marked, the 

fixed-word words are subtracted from the text amplification 

algorithm to include the steps for the removal of the emotional 

words and the emotional element of the word polarity judg-

ment. 

 
3.3 Sentiment Analysis: 

 

Sentiment analysis is to analyze the collection of personal 

choices, also known as emotions mining and ideas. Depending 

on the size of the text, Sentiment analysis can be divided into 

three categories: 1) Emotional analysis based on words. It cre-

ates feelings lexicon to distinguish good words from bad 

words or automatically, and then uses a dictionary to analyze 

the information based on the frequency of the word or the 

amount of sensitivity which is set when a dictionary is created. 

2) Sensitivity analysis based on sentences. It analyzes in par-

ticular the relevant aspects of a tendency such as a semantic 

statement and sentence sentences and so on, combined with 

unity of change and bad words. 3) Emotional analysis based 

on document. Basically, of course much like the second para-

graph, because the statement can be it is seen as a short text. In 

this paper, a sensitivity analysis it involves different tech-

niques such as the invention of subject dictionary, word-based 

analysis and a label for the amount of sensitivity that is posi-

tive, negative or neutral.  

A word analysis is the basis of an analysis of the feelings of the 

text, and the nature of the sentences and the sentiment analy-

sis of the chapters. Lots of feelings Investigators focus on the 

emotional divide of the text; too it is rare to write the power of 
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synonyms. This isthe type of distinction sometimes only sepa-

rates words into positive, negative and neutral categories, and 

they are not marked the right kinds of emotions and the pow-

er of emotions. The emotional unity of the default text is nor-

mal it is divided into two poles: constructive informative and a 

guarantee, and a negative one for criticism and apathy. The the 

ability to understand the text to find the power of a low spirit, 

such as a strong, regular blasphemy contempt, purpose, gen-

eral praise, and strong praise.  

No matter, whichever classification tool is used, how to sepa-

rate the good or bad words that is always shown in the lexi-

con. In this study, Textblob is used to combine the two types of 

judgment together and separate positive tweet and negative 

tweet, and give the result of analysis sentiment analysis. Ar-

aque (2017) revealed that TextBlob is is more suited to the 

Twitter domain than other divisors. It an open source text li-

brary written in Python, which provides a consistent API for 

sinking into a standard NLP functions such as partial speech 

marking, pronunciation, Nervous analysis, and so on.. 

 

 
 

Fig 4- Negative Tweets 
 

 

 
 

Fig 4- Positive Tweets 
 

 

4 Conclusion 
 

We have presented the system that take real-time data from 

twitter and perform sentiment analysis to detect the different 

levels of depression.The information of different levels of de-

pression are displayed in the form of percentage and pie chart. 

In this paper we used Twitter for monitoring and detecting the 

depression among its users.  
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